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Notes for Volume Two

PART II. THE UNIFIED RELATIONSHIPS THEORY

Motto: (p. 471) Fromm, To Have or To Be? p. 148, cited at Schumacher, Small is Beauti-
ful, p. 80, from Darwin’s Autobiography.

 1. (p. 472) Watson, DNA: The Secret of Life.
 2. Extended quote given in Schumacher, Small is Beautiful, p. 80, shortened in Erich

Fromm, in To Have or To Be?, p. 148.
 3. (p. 472) Fromm, To Have or To Be?, p. 148.
 4. (p. 472) Schumacher, Small is Beautiful, p. 79.
 5. (p. 473) Bohm, Wholeness and the Implicate Order, pp. 3–4.
 6. (p. 473) Schumacher, Small is Beautiful, pp. 79–80.
 7. (p. 473) Osho, Book of Secrets, p. 141.
 8. (p. 475) Maturana and Varela, Autopoiesis and Cognition, p. 78.
 9. (p. 475) Capra, Web of Life, pp. 97–98.
 10. (p. 475) Bergson, Creative Evolution.
 11. (p. 476) Capra, Tao of Physics, p. 338.
 12. (p. 476) Ibid., pp. 338–339.
 13. (p. 476) Russell, History of Western Philosophy, p. 13.
 14. (p. 477) Koestler, Ghost in the Machine, p. 3. Proverbs 9:1 says, “Wisdom hath builded

her house, She hath hewn out her seven pillars,” but the Bible does not name them. For Koes-
tler, 

the citadel of orthodoxy which the sciences of life have built in the first half of our century rests on a
number of impressive pillars [of unwisdom], some of which are beginning to show cracks and to reveal
themselves as monumental superstitions. The four principal ones, summarized in a simplified form, are
the doctrines:
(a) that biological evolution is the result of random mutations preserved by natural selection;
(b) that mental evolution is the result of random tries preserved by ‘reinforcements’ (rewards);
(c) that all organisms, including man, are essentially passive automata controlled by the environment,

whose sole purpose in life is the reduction of tensions by adaptive responses;
(d) that the only scientific method worth that name is quantitative measurement; and, consequently, that

complex phenomena must be reduced to simple elements accessible to such treatment, without
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undue worry whether the specific characteristics of a complex phenomenon, for instance man, may
be lost in the process.

CHAPTER 5. AN INTEGRAL SCIENCE OF CAUSALITY

Motto: (p. 483) Shortened translation of Nam et ipsa scientia potestas est ‘Knowledge itself
is power’ from Meditationes Sacræ ‘Religious Meditation’s ‘De Hæresibus’ (Of Heresies),
1597.

 1. (p. 484) Greene, Elegant Universe, p. ix.
 2. (p. 485) My top priority at this first meeting in November 1980 was to find a concept

that would unify the concept of data energy that I had ‘discovered’ with the material energies
recognized by the physicists. So I asked David Bohm, “What is the source of data energy?”
He replied, “Energy does not have a source; energy derives from structure.” This answer was
so obvious that I wondered why I had not thought of it myself. However, as I now know, the
Ultimate Source of energy is Life arising directly from the Immortal Ground of Being.

 3. (p. 485) Hague, Paul, The Thoughtful Society, p. 29, spring 1983, unpublished.
 4. (p. 487) Balseskar, Consciousness Speaks, p. 221.
 5. (p. 488) Bell, ‘Information Society’, p. 168. In The Coming of Post-Industrial Society,

Bell predicted a vastly different world—one that would rely upon an economics of informa-
tion, as opposed to the economics of goods that had existed up to then. Bell argued that the
new society would not displace the old one but rather overlay it in profound ways, much as
industrialization continues to coexist with the agrarian sectors of our society. In Bell’s presci-
ent vision, the post-industrial society would include the birth and growth of a knowledge
class, a change from goods to services, and changes in the role of women. All of these would
be based upon an increasing dependence on science as a means of innovation; as a means of
technical and social change (from publisher’s blurb).

 6. (p. 489) From the movie The Hitchhiker’s Guide to the Galaxy, a shortening of chapter
25 in Adams, Hitchhiker’s Guide, pp. 125–131.

 7. (p. 489) Adams, Hitchhiker’s Guide, pp. 135–136.
 8. (p. 489) What is Enlightenment? Issue 19, Spring/Summer 2001, pp. 112–114. The pub-

lished replies were from Wayne Liqorman, Satyam Nadeen, and Tony Parsons.
 9. (p. 489) http://www.acadun.com/en/Academy/articles/importantspirituelques-

tions.doc/.
 10. (p. 490) Moved Herschel and Milky Way Galaxy to ‘Prospects for Humanity’.
 11. (p. 492) Propp, Morphology of Folktale. Propp (1895–1970) was a leading member of

Russian formalism movement, an influential school of literary criticism in Russia from the
1910s to the 1930s. In Morphology he analysed Russian folktales into a sequence of thirty-one
functions beginning with ‘abstention’ and ending with ‘wedding’. These roughly correspond
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to seventeen steps of the classical spiritual journey in myths and fairy tales, identificed by Jo-
seph Campell in The Hero with a Thousand Faces. For a summary of Propp’s morphology, see
http://en.wikipedia.org/wiki/Vladimir_Propp.

 12. (p. 492) The Great Vowel Shift from 1450 to 1750 was first studied by Otto Jespersen
(1860–1943), a Danish linguist and Anglicist, who coined the term. In Middle English, long
vowels had ‘continental’ values much like those remaining in Italian and liturgical Latin.
However, during the Great Vowel Shift, the two highest long vowels became diphthongs, and
the other five underwent an increase in tongue height with one of them coming to the front.
Because English spelling was becoming standardized in the 15th and 16th centuries, the Great
Vowel Shift is responsible for many of the peculiarities of English spelling. http://en.wikipe-
dia.org/wiki/Great_Vowel_Shift.

 13. (p. 492) OED and AHDEL.
 14. (p. 493) http://en.wikipedia.org/wiki/Gestalt_psychology.
 15. (p. 493) Aurobindo, Life Divine, p. 141.
 16. (p. 493) Gestalt psychology, Encyclopædia Britannica, 2008.
 17. (p. 493) Gestalt therapy, Encyclopædia Britannica, 2008.
 18. (p. 493) http://en.wikipedia.org/wiki/Gestalt_therapy.
 19. (p. 493) Perls, et al, Gestalt Therapy, pp. v–vi.
 20. (p. 495) http://en.wikipedia.org/wiki/George_Bradshaw.
 21. (p. 496) http://en.wikipedia.org/wiki/Traffic_light_control_and_coordination.
 22. (p. 497) Morris, Manwatching, pp. 24–35.
 23. (p. 498) Sissela Bok’s parents were both Nobel Laureates, Gunnar Myrdal for Eco-

nomics with Friedrich Hayek in 1974 and Alva Myrdal for Peace in 1982. So apart from the
two daughters of Marie and Pierre Curie, she and her two siblings have been the only children
of such distinguished parents. See relevant pages in Wikipedia.

 24. (p. 498) Bok, Lying, pp. xv–xvi.
 25. (p. 498) If I remember correctly, this statement was in the frontispiece of one of my

statistics textbooks at university in the early 1960s. However, Wikipedia tells us that this say-
ing cannot be found in Disraeli’s writings.

 26. (p. 499) Bok, Secrets, p. xv.
 27. (p. 499) Underhill, Practical Mysticism, p. 3 (referenced at http://en.wikipedia.org/

wiki/Christian_mysticism). The full quote is: “Mysticism is the art of union with Reality.
The mystic is a person who has attained that union in greater or less degree; or who aims at
and believes in such attainment.”

 28. (p. 499) Pythagoreanism, Encyclopædia Britannica.
 29. (p. 499) Eleusisian Mysteries, Encyclopædia Britannica.
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 30. (p. 500) This phrase was much used in IBM in the late 1970s as we followed the mar-
keting slogan, “Manage data as a corporate resource.” However, there doesn’t seem to be any
evidence that Disraeli actually said this. A search of the Web on 27th January 2010, returned
just five sites quoting this maxim, including a British government ministry: the Department
of Agriculture and Rural Development.

 31. (p. 500) http://nobelprize.org/nobel_prizes/economics/laureates/1996/.
 32. (p. 501) Stonier, Wealth of Information, pp. 18–19.
 33. (p. 501) Alexander, Gaia, p. 14.
 34. (p. 502) http://en.wikipedia.org/wiki/Advertising and

List_of_countries_by_GDP_(nominal).
 35. (p. 503) Koestler, Act of Creation, pp. 32–33.
 36. (p. 503) Ibid., p. 35.
 37. (p. 505) Aristotle, Metaphysics, 1012b, 34–1013a, 24, pp. 209–210.
 38. (p. 506) Aristotle, Physics, 193b, 22–194a, 32, pp. 36–38.
 39. (p. 506) Ibid., 194b, 23–194b, 36. p. 39.
 40. (p. 506) Ibid., 195a16–19, p. 40.
 41. (p. 506) Bohm, Wholeness, p. 12.
 42. (p. 506) Ibid., pp. 12–13.
 43. (p. 507) Aristotle, Physics, 195b, 31–198a, 13, pp. 42–48.
 44. (p. 507) http://www.scimednet.org/mysticsandscientists.htm.
 45. (p. 508) Conference Cassettes, ‘The Nature of Energy’, MS48.
 46. (p. 509) Sheldrake, New Science of Life, p. 71.
 47. (p. 509) Keen and Scott Morton, Decision Support Systems.
 48. (p. 509) http://en.wikipedia.org/wiki/History_of_entropy.
 49. (p. 509) In a letter of 26th January 1993 I received in reply to a letter of mine asking

for the confusion around the root meaning of entropy to cleared up.
 50. (p. 510) This meaning does not seem to be explicitly defined in The Holotropic

Mind. However, Stan Grof confirmed this meaning when I have a ninety-second conversa-
tion with him in 1992 at a conference in Prague organized by the International Transpersonal
Association called ‘Science, Spirituality, and the Global Crisis’.

 51. (p. 510) http://en.wikipedia.org/wiki/Second_law_of_thermodynamics.
 52. (p. 510) It seems that William Thomson, later Lord Kelvin, was the first to propose

this hypothesis in the 1850s (http://en.wikipedia.org/wiki/Heat_death_of_the_universe). It is
thus appropriate that the absolute temperature scale should be measured in kelvins, one of
seven SI base units. A temperature of 0° K is -273.15° C, marking the theoretical absence of
all thermal energy.
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 53. (p. 510) Hill & Thornley, Principia Discordia, quoted in http://en.wikipedia.org/
wiki/Second_law_of_thermodynamics.

 54. (p. 510) http://en.wikipedia.org/wiki/Origin_of_species.
 55. (p. 510) http://en.wikipedia.org/wiki/Survival_of_the_fittest.
 56. (p. 511) Darwin, Origin of Species, p. 73.
 57. (p. 511) von Bertalanffy, General System Theory, p. 12.
 58. (p. 512) Ibid., p. 15.
 59. (p. 512) Weiner, Cybernetics, p. 11.
 60. (p. 512) Shannon, ‘Mathematical Theory of Communication’, The Bell System

Technical Journal, Vol. 27, pp. 379–423, 623–656, July, October, 1948, available at http://
plan9.bell-labs.com/cm/ms/what/shannonday/shannon1948.pdf.

 61. (p. 512) Ross Ashby, Cybernetics, pp. 177–178.
 62. (p. 512) Ibid., p. 177.
 63. (p. 512) Conversation between Claude Shannon and John von Neumann in 1949 re-

corded in http://en.wikipedia.org/wiki/Entropy.
 64. (p. 512) Weiner, Cybernetics, p.132.
 65. (p. 513) Prigogine and Stengers, Order out of Chaos, p. 12.
 66. (p. 513) Reproduced in Maturana and Varela, Autopoiesis and Cognition, pp. 59–123.
 67. (p. 513) Ibid., Editorial preface, p. v.
 68. (p. 513) Ibid., pp. 78-79.
 69. (p. 513) Tarnas, Passion of the Western Mind, p. 45.
 70. (p. 513) Capra, Web of Life, p. 97, quoting Maturana and Varela, Autopoiesis and Cog-

nition, p. 75.
 71. (p. 513) Ibid., pp. 97–98.
 72. (p. 513) Gleik, Chaos.
 73. (p. 513) Waldorp, Complexity.
 74. (p. 514) Bergson, Creative Evolution, p. 87.
 75. (p. 514) Teilhard, Human Phenomenon, p. 30.
 76. (p. 514) Kapp, Science versus Materialism, p. 221.
 77. (p. 514) Ibid., p. 179.
 78. (p. 514) Ibid., p. 6.
 79. (p. 514) Ibid., p. 57.
 80. (p. 514) http://www.reginaldkapp.org/.
 81. (p. 514) http://www.scimednet.org/.
 82. (p. 515) Watson, Double Helix tells the story of the discovery of the structure of DNA.
 83. (p. 515) http://en.wikipedia.org/wiki/Dna.
 84. (p. 515) Watson, DNA, p. 55.
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 85. (p. 515) Watson, Double Helix, p. 222.
 86. (p. 515) Watson, DNA, p. 53.
 87. (p. 515) Ibid.
 88. (p. 515) Ibid., p. 73.
 89. (p. 515) Ibid., pp. 74–75.
 90. (p. 515) Ibid., p. 75.
 91. (p. 515) Ibid., p. 85.
 92. (p. 516) Ibid., p. 20.
 93. (p. 516) http://en.wikipedia.org/wiki/Eugenics.
 94. (p. 516) Watson, DNA, p. 20.
 95. ‘(p. 516) James Watson wants to build a better human’, http://www.alternet.org/sto-

ry/16026/.
 96. (p. 516) McKie and Harris, Observer, ‘Disgrace: How a giant of science was brought

low’, http://education.guardian.co.uk/higher/research/story/0,,2196657,00.html.
 97. (p. 517) Dawkins, Selfish Gene, p. 28.
 98. (p. 517) Ibid., pp. 15–20.
 99. (p. 517) Ibid., p. 192.
 100. (p. 517) Ibid.
 101. (p. 517) Sheldrake, New Science of Life, p. 71.
 102. (p. 517) Ibid., p. 67.
 103. (p. 517) Dawkins, Blind Watchmaker, p. 15.
 104. (p. 518) I don’t know which edition this was. The article was in an edition of Ency-

clopedia Britannica that I read in the early 1980s in either my parents’ rather dated edition or
one of the south London libraries that I was using a the time. But they may not have had the
most up-to-date edition available at the time.

 105. (p. 518) Roszak, Cult of Information, pp. 21–33.
 106. (p. 518) Ibid., p. 15.
 107. (p. 518) Ross Ashby, Cybernetics, p. 126.
 108. (p. 518) http://www.ccrnp.ncifcrf.gov/~toms/paper/primer/.
 109. (p. 518) Ibid.
 110. (p. 518) Jones, Elementary Information Theory, p. 13.
 111. (p. 518) http://www.ccrnp.ncifcrf.gov/~toms/paper/primer/ and http://en.wikipe-

dia.org/wiki/Myron_Tribus
 112. (p. 519) Shannon, ‘Theory of Communication’, p. 12.
 113. (p. 519) Ross Ashby, Cybernetics, p. 176.
 114. (p. 519) Ibid., p. 175.
 115. (p. 519) Ibid., p. 122.
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CHAPTER 6. A HOLISTIC THEORY OF EVOLUTION

Motto: (p. 521) Teilhard, Phenomenon of Man, Foreword, p. 21.
 1. (p. 521) http://en.wikipedia.org/wiki/On_the_Origin_of_Species.
 2. Editors of WIE, ‘The Real Evolution Debate’, What Is Enlightenment?, Issue 35, Janu-

ary–March 2007, p. 88.
 3. Ibid., p. 100.
 4. (p. 522) Smuts, Jan (Christian), Encyclopædia Britannica, 2008.
 5. (p. 522) http://en.wikipedia.org/wiki/Smuts. Einstein also said of Smuts that he was

‘one of only eleven men in the world’ who conceptually understood his Theory of Relativity.
 6. (p. 522) Smuts, Holism, p. v.
 7. (p. 522) Ibid., p. 99.
 8. (p. 523) http://en.wikipedia.org/wiki/Smuts.
 9. (p. 524) The word hologenesis led me to discover Teilhard’s The Phenomenon of Man in

1980. I was searching for a generic term for morphogenesis, ontogenesis, and phylogenesis, em-
phasizing that their common characteristic is the evolution of wholes that are greater than the
sum of their preceding wholes. So I naturally coined hologenesis and rushed round to my local
library to consult the Oxford English Dictionary to see if had been coined before. Indeed it
had. As the second edition of the OED records, hologenesis is “The name of a theory of evo-
lution first propounded by D. Rosa (in Ologenesi (1918)), and later adopted by G. Montandon
(in L’Ologenèse humaine (1928)) to account for the origin of human races.” The OED also pro-
vided a citation from Teilhard’s book.

 10. (p. 524) Wilber, Up From Eden.
 11. (p. 524) Anne Baring, ‘The Great Work: Healing the Wasteland’, Mystics and Scien-

tists 28, ‘Healing the Spilt: An Alchemy of Transformation’ (Moreton-in-Marsh, Gloucester-
shire: Conference Cassettes, 2005), CD.

 12. (p. 524) Arnold J. Toynbee, abridge. D. C. Somervell, A Study of History (Oxford:
Oxford University Press, 1946).

 13. The name Linnaeus is a Latinized form of the Swedish word for the linden tree: lind
(genus Tilia), sometimes confusingly called the lime tree in English, for lime is a fruit of var-
ious trees in the Citrus genus. Until around this time, people’s surnames in Sweden were gen-
erally patronymic, like Andersson. (Some people, mostly women, also have surnames like
Andersdotter or even Annasdotter, a matronymic, from www.ratsit.se.) But some people, like
the clergy, thought that such names were beneath them. So they adopted other surnames,
such as the village or farmstead where they lived, or based on nature, like Hallenberg ‘raspber-
ry hill’ or Blomkvist ‘flowery twig’. For instance, two brothers of Linnaeus’ paternal grand-
mother took the name Tiliander when they, the sons of a farmer, studied to become
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clergymen, after the Latin name for the linden tree (www.linnaeus.uu.se/online/life/3_0.ht-
ml). Linnaeus’s father followed his uncles’ example, but used Swedish as the basis for his
name. When Linnaeus was ennobled in the untitled nobility, he took the name Carl von Lin-
né.

 14. The full title was Systema naturae per regna tria naturae, secundum classes, ordines, gen-
era, species, cum characteribus, differentiis, synonymis, locis ‘System of nature through the three
kingdoms of nature, according to classes, orders, genera and species, with characters, differ-
ences, synonyms, places’ (en.wikipedia.org/wiki/Systema_Naturae).

 15. zoology. Encyclopædia Britannica, 2008.
 16. www.linnaeus.uu.se/online/animal/2_1.html.
 17. De Candolle, Théorie élémentaire de la botanique, OED.
 18. fungus. Encyclopædia Britannica, 2008.
 19. en.wikipedia.org/wiki/Kingdom_(biology).
 20. en.wikipedia.org/wiki/Three-domain_system.
 21. Virus article at en.wikipedia.org/wiki/Virus.
 22. It is far from clear how many different species can be identified. Michael Rosenzweig

has said, “Right now we can only guess that the correct answer for the total number of species
worldwide lies between 2 and 100 million.” (www.sciencedaily.com/releases/2003/05/
030526103731.htm).

 23. The power of hierarchies in evolutionary processes is well illustrated by Koestler’s par-
able of two watchmakers called Bios and Mekhos, developing an original idea of H. A. Simon.
Their watches consisted of 1,000 parts, the one that Mekhos assembled having no hierarchical
order; his watches were built rather like a mosaic floor of small coloured stones. On the other
hand, Bios constructed his watches with ten subsystems, each consisting of ten subassemblies
of ten components. So when he needed to pause in his work, what he had done so far did not
disintegrate into its elementary parts. Each level of construction was able to exist as a whole.
Ghost in the Machine, pp. 45–47.

 24. Phylogeny, OED.
 25. en.wikipedia.org/wiki/Recapitulation_theory.
 26. en.wikipedia.org/wiki/World_population.
 27. en.wikipedia.org/wiki/Directed_Acyclic_Graph. If 7 is a man in this example, then 5

and 3 would be women. At the next generation, 11 and 8 would then be a woman and man,
respectively. In this DAG, 11 has a child 9 with 8 and another child 10 with 8’s mother. This
would not normally happen in human society. So we would need to place further constraints
on DAGs to represent this situation.

 28. Such a dataflow language is used in Front Arena to customize the product, which is
designed to handle trades in financial products by investment banks. I worked on the Arena
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Dataflow Language (ADFL) when working as a computer consultant for Front Capital Sys-
tems in 2002 and 2004. See also Scott, Programming Language Pragmatics, p. 6.

 29. Dawkins, Ancestor’s Tale, p. 7.
 30. Miller & Wood, Anthropology, pp. 73–75.
 31. OED.
 32. en.wikipedia.org/wiki/Mammal.
 33. en.wikipedia.org/wiki/Convergent_evolution.
 34. Miller & Wood, Anthropology, p. 81.
 35. Mendel, Gregor (Johann). Encyclopædia Britannica, 2008.
 36. Dawkins, Ancestor’s Tale, p. 193.
 37. en.wikipedia.org/wiki/Clade.
 38. OED.
 39. Wikipedia has a number of articles on this subject, but they are not very clear.
 40. www.jstor.org/pss/2446665.
 41. en.wikipedia.org/wiki/Clade.
 42. www.ncbi.nlm.nih.gov/mapview/maps.cgi?tax-

id=9606&chr=19&MAPS=ugHs,genes,genec-r&cmd=focus&fill=40&que-
ry=uid(12719632)&QSTR=2141%5Bgene%5Fid%5D. But the gene (allele?) for brown 
eyes appears to be on another chromosome. It is difficult to interpret the human genome pro-
ject, for it is a mass of confusion, raising more questions than it answers.

 43. Dawkins, Ancestor’s Tale, pp. 194–195.
 44. Ibid., pp. 9–10.
 45. (p. 538) The theory of punctuated equilibria was first presented at the annual meeting

of the Paleontological Society, and the Geological Society of America, at Washington, D. C.,
on 2nd November 1971, along with a number of other state-of-the-art papers. Eldredge and
Gould’s paper, ‘Punctuated Equilibria: An Alternative to Phyletic Gradualism’, is published
in Schopf, Models in Paleobiology, pp. 82-115.

At the time, the general consensus among palæontologists and biologists was that evolu-
tion progresses gradually. But this does not explain why there are large gaps in the fossil re-
cord. Eldredge gives an extended description of the theory of punctuated equilibria and how
it came about in his book Time Frames. As he explains, “once a species evolves, it will not
undergo great change as it continues its existence.”

In Ever Since Darwin, Gould uses the theory of punctuated equilibria to explain the Cam-
brian explosion of about 600 million years ago, when there was a great acceleration in biotic
diversity. Interestingly, on page 129 of this book, Gould uses the S-shape of the growth curve,
to illustrate this phenomenon
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 46. (p. 538) Curiously, the abridgement of this 1116-page book by John Tyler Bonner
does not contain a precis of this vitally important chapter.

 47. (p. 539) I got this idea from one of Arthur Koestler's books, but cannot now find the
exact reference for it. This is not to disparage the great contribution that the Arabs made to
human learning during the first millennium. 

 48. (p. 539) Bannock, et al, Dictionary of Economics, article on logistic curve, p. 282–283.
 49. (p. 539) Waddington, Tools of Thought, pp. 64–79.
 50. (p. 541) Jantsch, Self-Organizing Universe, p. 70.
 51. Victor Venge, ‘The Technological Singularity’, available at http://mindstalk.net/

vinge/vinge-sing.html.
 52. Kurzweil, Are We Spiritual Machines?, p. 11.
 53. Moore, ‘Cramming more components onto integrated circuits’.
 54. Moore was speaking at the 50th anniversary meeting of the International Solid-State

Circuits Conference in San Francisco. Report by BBC Online.
 55. Moravec, Mind Children, p. 1.
 56. Moravec, Robot, pp. 125–126.
 57. Rees, Our Final Century, p. 19.
 58. (p. 534) Attenborough, Life on Earth, p. 20.
 59. (p. 535) Russell, White Hole in Time.
 60. (p. 535) Russell, Waking Up in Time, p. 4.
 61. (p. 535) Russell, Waking Up, p. 7.
 62. (p. 535) Russell, Awakening Earth.
 63. (p. 535) Russell, Global Brain, p. 80.
 64. (p. 536) Money as Debt video, http://video.google.com/videoplay?docid=-

9050474362583451279.
 65. (p. 536) Psalms, 90:10.
 66. (p. 536) Rouse Ball and Coxeter, Mathematical Recreations and Essays, p. 317. This sto-

ry was originally told by de Parville in La Nature, Paris, 1884, Part I, pp. 285–286. In 1883, the
French mathematician Edouard Lucas invented a puzzle, called the Tower of Hanoï, based
on this ancient story. There are several virtual versions of this puzzle available on the Web.

 67. (p. 537) Kasner and Newman, Mathematics and the Imagination, p. 153 says that it
would take 58,454,204,609 centuries plus a little over 6 years to complete this task. Curiously,
this is 10 times longer than the calculation I did in Mathematica.

 68. (p. 537) Kasner and Newman, Mathematics and the Imagination, p. 33. They devote
a few pages (pp. 30-35) to the problems even scientists have in understanding very large num-
bers. Larry Page and Sergey Brin, the founders of Google, tell us that Kasner's nephew's name
was Milton Sirotta. They named their search service after this number, to reflect “the com-
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pany's mission to organize the immense, seemingly infinite amount of information available
on the web”. (http://www.google.com/intl/en/corporate/history.html).

 69. (p. 538) James Robertson is a leading advocate for an increase of seigniorage, reducing
the influence of the banks on all our lives. See http://www.jamesrobertson.com/article/free-
lunches.htm for a speech he gave on this subject in Mansion House in London in 2000, print-
ed in Resurgence.

 70. (p. 538) Paul Grignon, Money as Debt, film at http://video.google.com/videoplay?do-
cid=5352106773770802849.

 71. (p. 543) See, for instance, Knight, Blood Relations.
 72. (p. 543) http://en.wikipedia.org/wiki/Gregorian_calendar.
 73. (p. 543) http://en.wikipedia.org/wiki/Julian_calendar.
 74. (p. 543) http://en.wikipedia.org/wiki/Roman_calendar.
 75. (p. 543) http://en.wikipedia.org/wiki/Common_Era.
 76. (p. 543) http://en.wikipedia.org/wiki/Buddhist_calendar.
 77. (p. 544) http://en.wikipedia.org/wiki/Islamic_calendar.
 78. (p. 544) http://en.wikipedia.org/wiki/Chinese_calendar.
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